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Evaluating a Structural Model Forecast: Decomposition Appoach
FrantiSek Brazdik, Zuzana Humplova, and FrantiSekfi<@

Abstract

Macroeconomic forecasters are often criticized for a lacitansparency when presenting their
forecasts. To deter such criticism, the transparency ofateeasting process should be enhanced
by tracing and explaining the effects of data revisions aqebe judgment updates on variations in
the forecasts. This paper presents a forecast decompoaitadysis framework designed to exam-
ine the differences between two forecasts generated byarlstructural model. The differences
between the forecasts considered can be decomposed intortréutions of various forecast
elements, such as the effect of new data or expert judgmerg. framework allows us to eval-
uate the contributions of forecast assumptions in the poesef expert judgment applied in the
expected way. The simplest application of this framewoikneixes alternative forecast scenarios
with different forecast assumptions. Next, a one-peridftince between the forecasts’ initial
periods is added to the examination. Finally, a replicatibtihe Inflation Forecast Evaluation pre-
sented in Inflation Report 111/2013 is created to illustrdte full capabilities of the decomposition
framework.

Abstrakt

Makroekonomiti analytici jsoucasto kritizovani pro nedostatek transparentnosti vetspyedik-
cich. Pro odvréaceni této kritiky by @ta byt transparentnost predikiho procesu zvySena vy&tle-
nim a kvantifikovanim pspévkl revizi dat a expertnich Uprav ke @ném mezi jednotlivymi pre-
dikcemi. Tato studie popisuje metodu analyzujici dekonggozmen mezi dema predikcemi vy-
tvofenymi line&rnim strukturalnim modelem. NavrZzeny postopiuje rozloZit rozdily vé&chto
predikcich na fispavky rtiznych sloZek predikci, npovych dat, revizi nebo expertnich Gprav,
atoiv pipade, kdy jsou tyto Upravy modelovany jak@ekavané z pohledu ekonomickych sub-
jekttl v modelu. B nejjednodussim pouziti tohoto postupu jsou analyzowdtgrnativni scérié
progndzy vychazejici z rliznychigrlpokladll. Dale je analyza roiEsha gidanim rozdilu jednoho
obdobi mezi pdate€nimi obdobimi prognéz. Nakonec je pro demonstraci pinéh@iti navrze-
ného postupu replikovano Hodnoceni g infla&&niho cile ze Zpravy o inflaci [11/2013.
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Nontechnical Summary

Macroeconomic forecasts based on structural models withafia-looking model-consistent ex-
pectations are used extensively in the process of monetdigymecision making. Therefore, con-
siderable intellectual activity and computational powsedevoted to forecasting major economic
variables. As an economic forecast should provide answensany questions, it is important to
support its comprehensible presentation with a transpauemtification of its driving forces. We
approach this goal by analyzing how changes in various ssittdenewly collected information
drive the update of the structural model forecast from quad quarter. To do this, we develop a
framework (a set of assumptions and techniques) that isingeé analysis of forecast updates.

As an economic forecast should provide information aboattonomy'’s direction of movement,
the timing of turning points, and the magnitude of the change are interested in evaluating the
forecast with respect to observed data and newly availatgerejudgment. The forecast update
analysis has to explain how the newly available data (rekeasd revisions) and assumptions re-
garding the future development of the forecasted variathesiged the identification of structural
shocks and unobserved variables. Examining the contoibsitio changes provides the users of
forecasts with an understanding of the underlying shoc&set in the economy. Forecasters re-
quire an elaborate examination of the contributions of tiredast update in order to interpret the
new data and improve the quality of their outputs.

In this paper, we briefly summarize the CNB’s forecastingcpss, which is based on a structural
model and integrates expert judgment into the model-drpredictions. We believe this approach
is superior to simple equation reduced-form models, as $leeoti structural models delivers more
detail and consistency, especially when a complex strakttoodel is employed.

Forecast accuracy evaluation has been a part of the CNESsdeting process since the Quarterly
Projection Model was introduced in 2002 (Benes et al. (2D0@)e switch to the g3 model frame-
work (Andrle et al. (2009)) in 2008 and the further developinaf this model required more ad-
vanced evaluation techniques. This paper describes theshenethodology, recently implemented
into the regular forecasting process. It is more generalcantplex than previous approaches and
delivers additional details into the evaluation.

As forecasts are created periodically, it is of interestXaneine the driving forces of the forecast
update from quarter to quarter. To meet this goal, we prébenesults of a forecast update analysis
where the contributions of assumptions to the differenedséen the current and previous forecasts
are identified. Moreover, as the forecast update is a speniicnple of a general framework,
we also present the results of a real-life inflation fore@stluation exercise where the CNB'’s
forecast released in Inflation Report 1/2012 is analyzeth Witowledge of the forecast released in
Inflation Report 111/2013. This evaluation enables us tanhelaow well our forecast performed in
confrontation with the data and what lessons may lead toamgments in our future forecasts.

We believe that the newly developed forecast evaluatiomaouktiogy helps us improve future CNB
forecasts by identifying the main sources of forecast sramd by telling us more about the data
and model properties. The results provide forecastershiuiis for further refining the forecasting
framework.
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1. Introduction

Central bank communication is important, especially in itifeation targeting regime. Inflation
targeting policy requires a good understanding of the rbteecentral bank in the monetary trans-
mission mechanism. Forecasters regularly have to clantyjastify the main driving forces of
their forecasts to the general public and policymakers dlepto achieve their goals. In the com-
munication of decisions, the presentation of macroecoadonecasts becomes crucial for forming
expectations. High-quality inflation reports and crediipibf monetary policy appear to be related
to the transparency of central bank communication. The @uiog role of forecasts in monetary
policy decision making raises many questions related tecist construction and its consistency
over time.

The Czech National Bank (CNB), which adopted inflation térgein 1998, relies on its own fore-
casts. Therefore, transparency of its forecasts is impofta the credibility of its monetary policy
decisions. The CNB’s official forecast is based on a strattmodel of a small open economy as
described by Andrle et al. (2009). This forecast is condaiamn observed data as well as additional
assumptions that include the foreign economy, fiscal paioy administered price outlooks, the
short-term forecast of the exchange rate and inflation, &pdrejudgment.

This paper demonstrates the use of a general framework donieing forecast updates and evaluat-
ing forecasts. The framework provides forecast users witficgent detail about the driving forces
of the forecast, which, after careful interpretation, oiffemprehensive information when policy
decisions are communicated. It also allows us to keep a temkd of the evaluation of forecast
accuracy and to identify assumptions that tend to producasaito forecasts.

CNB uses expert judgment to complete its forecast. As Good@000) indicates, individuals who
use judgment to adjust their forecasts tend to overreaertdam movements in the data. In order
to reduce the bias originating from overreaction, Goodw&iP00) suggests that forecasters should
document and provide a rationale for expert judgment usederforecast creation process. This
documentation should be used in determining the origin®Edast errors and possibly reducing
forecast errors in the future.

The evaluation of forecast accuracy has been a focus otiattesince the early 1970s (e.g. Mincer
and Zarnowitz, 1969) as a vital component of the empiricalknad econometricians. The main
stream of literature on forecast accuracy evaluation piatgemphasis on the statistical properties
of forecasts based on the evaluation of forecast errorsfodus on statistical properties of the fore-
cast originates in researchers’ access to componentsnpssuas, and information on the process
of forecast creation.

As in Todd (1990), we agree that forecast revisions shoukhiadyzed to help forecasters and fore-
cast users evaluate and justify the forecasting processie & the forecast evaluation exercises
only require moments from the predictive distribution, gulas, confidence intervals, or the proba-
bility that the variables take some value (e.g. Christadtedl., 2010; Mincer and Zarnowitz, 1969).

However, statistical moment-based forecast evaluatiantisapable of explaining the story behind
the differences in forecasts as the focus is on their staigiroperties.

Statistical analysis of forecast errors is rather ineptedivdring answers about the origins of de-
viations from the observed data as well as the future prdapaygaf those deviations. Therefore,

as central bank forecasters, we consider the evaluatioaretést performance by forecast error
statistics (e.g. West, 2006; Antal et al., 2008) to be ineigfit.
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We present a forecast evaluation methodology that is n@das the statistics of forecast errors.
As the deficiencies of complex model relationships in dégsugireality and the importance of judg-
mental and conditioning information are difficult to sepgaraur forecast evaluation uses internal
knowledge of the elements of the forecast. We exploit kndgdeof, and access to, the underlying
data of the forecast, the model, and the judgment appliedrtest and past forecasts.

Our forecast evaluation exercise is in line with the methoglp sketched by Todd (1990) for fore-
cast revision analysis. However, we are not able to provideeriinks to literature, as the published
forecast evaluation articles either focus on the stasispcoperties of forecasts or are not applied
in a structural model with forward-looking agents. Therefave try to fill the gap in this field and
document our approach, which applies the most recent verdithe CNB'’s forecast evaluation
framework to three examples based on recently produceddsts

Within the presented methodology, we attempt to examingdhiations between two forecast sim-
ulations generated using the same structural model. Ttesdions are dissected by decomposing
the differences in trajectories into the contributionsarettast elements that differ in the two sim-
ulations. The simplest example of forecast decompositsotihé comparison of two alternative
forecast scenarios for the same forecasting exercise, Heréorecast range does not differ for the
two scenarios and the historical observed data on whichateedst is formed are the same. The
difference between the two alternative forecast scenarigsnates in different forecast assump-
tions (e.g., the outlook for the foreign economy or expetigjment) and the analysis focuses on the
propagation of the differences in the assumptions overdrechst horizon. Moreover, this analy-
sis can be provided in a more complex way while allowing faarades in the initial state of these
scenarios.

Within the presented methodology, we attempt to examingdhiations between two forecast sim-
ulations generated using the same structural model. Tregdions are dissected by decomposing
the differences in trajectories into the contributionsaretast elements that differ in the two sim-
ulations. The simplest example of forecast decompositsothé comparison of two alternative
forecast scenarios for the same forecasting exercise, Heréorecast range does not differ for the
two scenarios and the historical observed data on whichateedst is formed are the same. The
difference between the two alternative forecast scenaniiggnates in different forecast assump-
tions (e.g., the outlook for the foreign economy or expettgjment) and the analysis focuses on the
propagation of the differences in the assumptions overdrecst horizon. Moreover, this analy-
sis can be provided in a more complex way while allowing faarades in the initial state of these
scenarios.

Our methodology can be further generalized and used to zedijferences between two forecasts

when the initial periods of the predictions differ by morarione period. This analysis also enables
forecasters to assess the medium-term difference betvweeald forecast and the observations.

Regular assessment of forecast differences allows faersa® learn about the properties of the

model, data revisions, and expert judgment. Moreover,gaming process enhances forecasters’
notion of expert judgment. Also, repetitive analysis offtast updates helps improve the narrative
of the forecast, which is important for delivering high gtyainflation reports.

The proposed general methodology is illustrated on the pl@wof an analysis done on a regular
basis at CNB — the so-called Inflation Forecast Evaluatidwe dim of the evaluation is to compare
the six-quarters-old forecast with the currently obsemdath and identify the contributions of the
forecast elements to the deviations from reality. The gddhis analysis is to assess monetary
policy performance in meeting the inflation target. It alsoyides sufficient detail to help iden-
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tify possible shortcomings in the forecasting processeesily judgmental information and the
underlying model structure.

In the next section, the structural model forecasting fraork is outlined. We describe the gen-
eral form of the Czech National Bank’s forecasting modet, ¥arious phases of constructing the
forecast, and the implementation of expert judgment. Irthivel section, we focus on the forecast
update analysis methodology and explain the process wheiebrences in forecasts are decom-
posed into the contributions of the forecast elements. &% déscribe the methodology of our
evaluation framework and present a real-life example. Theth section applies the update de-
composition methodology and demonstrates the use of theefvark in the case of the Inflation

Forecast Evaluation exercise. The conclusion briefly sunzesmthe benefits of the general frame-
work for the analysis of forecast variations using a strradtonodel.

2. Modeling and Forecasting Framework

The CNB uses a structural model, known as g3 (Andrle et aQ9pGor its forecasts. This model
was adopted for official CNB forecasts in July 2008 and, witlg@ing modifications of its tools,
parameters, and variable transformations, is still emgaap the forecasting process. To provide a
generalizing description of the forecasting process, wctiral model can be expressed in a state-
space representation in the following form:

Y = CX+Dé (2.1)
X = AX_1+Ba, (2.2)

whereY; is an(ny x 1) vector of observed variables (observables/measurableggnotes ang x 1)
vector of transition (state) variables, agdande; are, respectivelyins x 1) and(ng x 1), vectors
of i.i.d. measurement and structural shocks such §atN(0, lné) andég ~ N(0,1n,). Matrices
A,B,C, andD are known matrices based on the structural model and itsnedieas of sizeny x
Nk, Nx X Ng, Ny X Nk, Ny X Ng. As the model matrices are constants, the properties of thiehao not
change over time.

Figure 1. Forecast Phases

Forecast
‘ Identification ‘ Prediction ‘
I History range ‘ Future range ‘ tIime
1 T T

END

A regular forecasting exercise has two main phases, andd-ilgghows their timing. In the fore-
casting exercise, period is known as the end of the history (generally, the end of tleelale
data)l The first step of the forecasting process is the identificatiothe initial state (the cyclical

LUsually, at the end of the history, only data based on higi@n-quarterly frequency (e.g. the exchange rate,
the interest rate or the inflation rate) is already availabtebalance the quarterly frequency of the panel of data,
the publication lag has to be taken into account. Therekwome data points enter the panel in the form of data
estimates and are subject to update when a new data releass.oc
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position) up to the end of the histofy The data from period (the start of the data) up to the end of

the historyT and expert judgment are used to identify the initial statdefpredictior? The results

of the initial state identification enter the prediction paas a starting point. In the prediction stage,
expert judgment and outlooks are used to condition the giedi The future range thus marks the

set of periods fronT + 1 to the end of the prediction computati®gayp.

The identification of the initial state of the forecast slindflect the forecaster’s view on the current
position of the economy in the cycle. As this view is more ctervghan a result obtained by

mechanical use of the Kalman filter, expert information isonporated into the process of initial

state identification. This expert judgment is referred tdhesidentification tunes and integrates
information that is not captured by the model mechanisms.

The expert judgment imposed in the identification phasetégnated into the model by augmenting
the state-space representation with new time-varyingicésns on observable variablésThat
is, the measurement equation 2.1 of the model is augmentedvegtor of identification tunes
YtJ,(nyJ x 1), and the restrictions imposed between observed variabldksiaobserved states are
described by the matril;, (nya x Nx) :

m - {ﬁﬂ * [Efvtt] (2.3)

X¢ AX;_1+Bé. (2.4)

The presented extension provides forecasters with newsgnedéd elements of the state space sys-
tem, so expert judgment can be applied. Uncertainty abewxpert judgment can be also present.
It originates from shockst, (ns x n) with covariance matrid, (ns x nys). However, in our im-

plementation we assume no uncertainty about the idenidicjmdgment, saA¢v = 0.4 In our
forecasting framework, we use matridésto impose the judgment—variable relation, and in the
simplest cas€ is the identity matrix.

The identification tunes implementation structure 2.3 igilfle enough to implement two basic
forms of expert judgment. The first form involves conditiogion the value of a state variable
(an element o¥;) and the second one on the value of a single structural staocklément of;).
The initial state for the prediction phase is identified bplgmg the structural model given by the
system of equations 2.3-2.4 with the Kalman smoother ondteewp to period. The nature of the
reduced form of the structural model fed into the Kalman stimeoimplies that the identification
tunes are implemented in the form of unanticipated shécks.

In the prediction phase of the forecasting exercise, thediaries of the variables over the future
range(T + 1, Tenp) are computed. The prediction is created under the assumpftiendogenous
monetary policy responsésThese trajectories of the variables are a function of theirstate and

2 As the technique used for the identification (the structamatiel and the Kalman smoother) is based on the
Kalman filter, this phase is often called the filtration phasd the history range is the filtration range.

3 Detailed implementation of expert judgment in a structumaldel environment is described by Andrle et al.
(2009).

4The introduction of expert judgment is based on Doran (198Bgre simple augmentation of the measurement
equation constrains the estimated state variables sdhagstrictions on the state variables are satisfied.

5We are aware of this limitation of the forecast framework amdare searching for further improvements in this
field.

6 The trajectory for the nominal interest rate follows the@gehous rule. Some forecasters call this type of forecast
an “unconditional” forecast. However, our forecast is dtinded on outlooks and expert judgment.
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are conditioned on the outlooks for the variables and onreypeggment. The outlooks and expert
judgment applied over the future range are called predidiimes. The CNB’s forecast is condi-
tioned on trajectories for the following variables: theeign demand, inflation, and interest rate
paths; the inflation target trajectory; the outlook for adistered prices; the government spending
prediction; and the near-term forecast for inflation andekkehange rate for the first quarter of the
prediction. As different assumptions might be used to eregbrediction, such forecasts are often
referred to as forecast scenarios.

In the prediction phase, there are two modes for applying@eypdgment over the future range:
unanticipated and anticipated. In our implementation,ptesliction process is simplified by the
assumption that shocks in the anticipated mode are conddi@n the information available in
periodT. To implement the prediction tunes in both modes, the stadeespystem is augmented
with linear restrictions and anticipated sho@iﬂsr. Augmenting the state space with new variables
and shocks creates the following general form of the prexfigiroblem:

Y = CX+Dé& (2.5)
X = AX_1+Bg+Bg (2.6)
wrt.
ZiX = Re+Mpy (2.7
Zytk = Ryr+Ayriyr. (2.8)

Here, vectors and matrices with a bar refer to predictioes$uapplied in the anticipated mode. In
this general augmented systeR, (ny x n) andZt|T, (nr x ny) are fixed matrices which, together
with the vectors of time-varying parameteRs (ny x ny) andﬁt‘T,(m x 1), define the restrictions
on the variables representing our judgmenttforT. Z; andZ|T, together withR andﬁm, bind
variablesX; to follow the outlooks and expert judgment. In our implenadiain, Z¢ andZt|T are
of simple structure such that they bind one variable to omelshThe use of one-to-one mapping
removes non-uniqueness problems and improves the exglgstof the story telling. In our view,
this form of conditioning implementation increases thesistency of the CNB'’s forecasts with the
experts’ view on future developments in the economy and tiéhbehavior of economic agents
making decisions with respect to anticipated developments

Like the identification tunes, the prediction tunes can lq@iag with some uncertainty in the most
general case. This uncertainty originates in the presehsbazksp, (ny x 1) andHt|T, (ng x 1)

with the covariance structure described by matrﬁgﬁ, (N xny) anth|T, (ng x ng). However, in
our application, for the sake of interpretation, we assumancertainty about the prediction tunes,
SOAi; =0 andAt‘Tﬁt‘T =0.

When solving the prediction problem, the prediction turined &re described by constraints 2.7-2.8
are reflected in the predictions of unanticipated strutsirackse; and anticipated structural shocks
&7 The process of solving the forecasting problem conditiome constraints 2.7—-2.8 involves
exogenization of variables and endogenization of stratglrocks. The prediction phase problem,
described by equations 2.5-2.8 tor T, can be viewed as the constrained problem of optimal
least-square projection estimation, and the paths forttie gariables are its solution. The adapted
solution technique and analytical methods that allow foxing of unanticipated and anticipated
shock trajectories are based on Blanchard and Kahn (198(jleimentation details on the intro-
duction of the anticipated prediction tunes can be foundand?® (forthcoming) and Schmitt-Grohe
and Uribe (2008), where the forward expansion of the stadeespystem is described.
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As in the identification, in the CNB’s implementation of thenditional prediction we apply con-
ditioning by exploiting one variable and one structural@hcelation. Due to this specific form
of expert judgment implementation the expert judgment anciiral shocks; andé,r is equiva-
lent to the expert judgment imposed on the associated Vesiab the prediction phase. However,
the structure of the forecasting problem given by equatihbs2.8 still allows for a very broad
conditioning structure.

The solution to the prediction problem 2.5-2.8 allows usdfi the forecast as a structure of time
series. The forecast produced at tifhés a structure of time seriég; = (YT,Y%,ET,XT,ST,ET),
where Y1 is a matrix of observed variablegt = (Y1,...,Y7,Y141,...,YEND): Y% is a ma-
trix of identification tunesYy = (Y7,...,Y{), Xt is a matrix of unobserved variablesr =
X1y X7, X711, XEND), &€ T IS @ matrix of measurement shodkg = (&1,...,&1,&741,---,§END),
€7 is a matrix of unanticipated structural sho&s= (¢1,...,€1,6111,--.,EEND) @NdET IS @ matrix

of anticipated structural shocks = (€7.1,...,€enp). The terms “forecast” and “prediction” are
generally considered to be synonyms. In the terminologhis paper, we follow the definition of
Mincer and Zarnowitz (1969), where the term “forecast” isdiso describe the set of predictions
produced by the prediction method. Here, single predistame elements of the forecast.

In the forecastFr, the values for the time series for< T form the solution to the initial state
identification problem as defined by equations 2.3-2.4. ®iees fort € (T + 1, Tenp) form the
solution to the prediction problem 2.5-2.8. The inter{ah- 1, Tenp) is often referred to as the
prediction span.

ForecasiFt cannot be viewed as a mechanical forecast since it is conéiti on the judgment and
outlooks imposed by forecasters. This judgment is basedpareviews on recent developments
and knowledge of the model’s properties. Since there areptvases of the forecasting exercise,
there are two groups of expert judgment: identification aredljotion tunes. As there are differences
in the methods used in the identification and prediction pbathere are also differences in the
implementation of expert judgment. The complexity of theditioning on outlooks and expert
judgment makes it difficult to evaluate forecasting projgsrvia traditional methods such as those
described in Mincer and Zarnowitz (1969).

3. Forecast Update Analysis

In this section, we provide some details about the analyisferecast updates by decomposing
the difference between two forecast trajectories into thr@rdbutions of new information. For this

exercise, we used the CNB’s forecast released in InflatiqgpRel1/2013. First, we demonstrate

the decomposition approach by applying it to the analysisnvof alternative forecast scenarios.
Second, we allow for a one-period time shift between thedasts examined. We complete our
update analysis presentation by considering a complex afase-post evaluation of the forecast
and the observed data variation.

Two alternative forecast scenarios with a prediction spamfperiodT + 1 to Tgnp can easily be
compared and their differences analyzed, as these scemae the same range for the initial state
identification and for the prediction. The scheme for evishgetwo scenarios is presented in Figure
2. The simplicity of this case stems from the fact that thenea overlap between the identification
and prediction parts.
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Figure 2: Scenario Comparison

Forecast — Scenario 1

Identification Prediction

Forecast — Scenario 2
Identification Prediction

Decomposition

I History range ‘ Future range ‘ tIime

1 T T

END

The acceptance of macroeconometric forecast results ipdraah by the inclusion of conditioning
information that is often opaque, as mentioned by Heilem{@002). To face the opacity of condi-
tioning, he suggests that the prediction process shoultivgiiln a number of test runs to examine
the effects of assumptions and updates on the forecasterhigiin (2002) points out that these
test runs help increase the transparency of the forecagstowpss by demonstrating the role of the
assumptions in the prediction.

To demonstrate the capabilities of our evaluation fram&ywoe present a comparison of a scenario
that uses a basic set of conditioning information (ScerBrand a scenario without any condition-
ing information (Scenario 2). The role of this comparisothi@forecasting process is to identify the
driving forces of the prediction story delivered by the asptions applied. Scenario 1 is created by
conditioning on the outlooks for nominal government conptiom, administered prices, the exter-
nal environment outlook (inflation, the short-term intémage, demand), and the one quarter ahead
outlook for domestic inflation and the exchange rate. Sonperjudgment is also applied. The
external environment outlook is simulated in the antiapainode. So, Scenario 1 is the baseline
scenario of the CNB'’s forecast released in Inflation Redt/2013. Scenario 2 does not use any
extra information over the prediction range.

Figure 3 shows the trajectories of the variables of intef@sScenario 1 and Scenario 2. In the
graphs, the shaded area represents the history range (bp setond quarter of 2013) and the
white background indicates the prediction range (from kel tquarter of 2013). The same initial

state is used in both scenarios, so there is no differencadde over the history range.

In the presented scenario comparison exercise, it is eagudotify the effects of differences in
assumptions on the predicted trajectories. The core ofxbreise involves computing the model’s
elasticities to changes in the model variables. Thesei@tast are evaluated for each time period
in the prediction range. The overall response of a predidti@ectory is then computed as the sum
of the responses to the conditioning information groups.

Figure 4 shows the results of applying the decompositiorraggt for the alternative scenario
analysis. As there is no difference in the identificationgghanly the prediction range (from the
third quarter of 2013) is shown. The differences (Scena+xiBcknario 2) between the trajectories
shown in Figure 3 are decomposed into the contributionsefdahecast elements, while the solid
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Figure 3. Scenario Comparison - Data

Net Inflation (%, QoQ)

P -y o

2| === Scenario 1 -
m—e— SCenario 2 "
1112 1/13 /14
Policy Rate (%, pa)
-
2.5 | e Scenario 1 ,° =

5| =—==——Scenario 2 ’

1112 1/13 1114

Net Inflation (%, QoQ)

—03H I Government Consumpton
I Acministered Prices
[E] Exchange Rate NTF
[ inaton NTF
[ Eveernal Environmen
-05} I oot Judgment

2013:3 2013:4 2014:1 2014:2 2014:3 2014:4

Policy Rate (%, pa)

05

I Government Consumpton
I Acministered Prices
[E] Exchange Rate NTF
[ infaton NTF
[ Excernal Environmen
I et Judgment

2013:3 2013:4 2014:1 2014:2 2014:3 2014:4

Exchange Rate (%,Q0Q)

6 e SceNario 1
4 e SCeNario 2
\
2 1
1
0 i

1112 1/13 1114

Wage Growth (%, QoQ)

e SceNAYIO 1 4
4.5 re
m—e— Scenario 2 ’
4
4
35 [ 4
,
3 ’
L
4 -
25 [
X4 - <
29 /4 -7
‘ -
15 ===
1112 1/13 1114

Figure 4: Scenarios Comparison - Contributions
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line shows the difference. A brief assessment of the caunichs reveals that the major driving
force of the forecast is the outlook for the external envinent.

The extensive capabilities of our evaluation frameworkcearly demonstrated when we compare
two forecasts created at different periods of time. Morecgjally, we focus on two forecasts
created in consecutive periods of time, since their corsparis often under scrutiny. In assessing
the quality of the new forecast, the quantification of themuiiving forces behind the update of the
forecast trajectories in comparison with the old forecasif ihigh importance. Also, demonstrating
the role of various forecast assumptions is helpful for @nésag the new forecast and defying
the “black box” critique. Therefore, we need to examine tfieceé of the newly applied forecast
assumptions and expert judgment in comparison with theefothat drove the old forecast. As
we are interested in explaining the contributions of thedasst assumptions in the forward-looking
model, the decomposition is more complex than the aforeiesd case of the alternative scenario
comparison.

Figure 5 shows the time perspective of the two forecasts: (¢egv the current forecast) and Old
(e.g. the previous forecast). Here, to create the Old feteckata is available up to period,
(the first quarter of 2013) and the Old forecast predicti@ntstin periodlp + 1. This exercise is a
replication of the forecast update analysis as presentedation Report 11/2013. As we implicitly
assumép < Ty, the New forecast starts in peridfl + 1 (the third quarter of 2013). In the regular
forecast update evaluation exercise, Old and New are cotigeorecasts, s + 1 = Ty. In this
example, the end of the forecast computation for both fatsda in periodignp.

Figure5: Time Notation

Forecast - Old

Identification ‘ Prediction

Forecast - New
Identification ‘ Prediction

Decomposition
History range Transition range Future range time

1 T T T

O N END

Here, the history of the new forecast includes the releasewfdata for the periods froffp + 1
to Ty and revisions of data up to peridg. Also, the assumptions (the identification and prediction
tunes and the outlooks) for the prediction can be updateefi@ect data revisions.

The task of the forecast update analysis is to explain tleeafdiorecast elements and their contribu-
tions to the New-0Id forecast difference. This task getsplaated, as the difference in the initial
periods of prediction has to be considered. This meanshkaesults of the identification phase of
the New forecast have to be compared with the predictiongpb&the Old forecast. The compli-
cation arises from the presence of prediction tunes thaagpéed in the anticipated mode and the
forward-looking nature of the model used. At this point, vee wur knowledge of the elements of
the forecast.
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Figure 6: New and Old Forecast Trajectories
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As the history and prediction are handled differently in thieecasting process, for the purposes
of update analysis we define three ranges — history, transiéind future. These ranges refer to
specific time spans as shown in Figure 5. The history rangetdsiall periods with data available
for both forecasts, so it starts in periddithe period from which all the necessary data started
to be collected) and ends at the Old forecast end of the ki3tgrThe transition range contains
periods where observations are no longer available for tldef@ecast but are available for the
New forecast; it starts &8ip + 1 and ends alyy. The prediction periods for both forecasts, starting
at Ty + 1 and continuing until the end of the forecast horiZeR p, belong to the future range.

Over the history range, observed data is available for baréchsts and can be used to identify the
contributions to the initial state and realizations of dteocSimilar consistency is also present over
the future range, where only the prediction trajectoriesaailable for analysis.

Over the transition range, the New forecast uses obsentadtaadentify the initial state. How-
ever, for the Old forecast only the predicted trajectoriesawvailable. This inconsistency over the
transition range makes comparing the Old and New forecastédrivial task. Knowledge of the
elementary components of the forecasting process and dipefpies of the model is necessary.

Figure 6 shows the trajectories of the variables of intei@sthe New and Old forecasts. In the
graphs, the dark shaded area represents the history rande floe first quarter of 2013) and the
light shaded area shows the transition range (the secontequé 2013). The white background
indicates the future range (from the third quarter of 20X3)e examined forecasts. The differences
observed in the history range stem from data revisions. To& negular revision comes from the
update of the seasonal adjustment process, as the seaatirah gstimate is updated by the new
data.
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To examine the contributions to the updates of the trajextpwe use a complex procedure that is
independent of the model structure. This procedure exqlloé properties of the forecasting model
and is divided into several steps. These steps are base@poring simulations used to identify the

contributions of the forecast elements, e.g. expert judgne the forecast update. The supporting
simulations are created by exploiting the linearity of thedel, as it implies that the construction of

a prediction is additive with respect to its components. ddheitivity property allows us to express

the differences between the New and Old forecasts as the &tira differences between the New

forecast and the supporting simulation and between theostipg simulation and the Old forecast.

Generally, the role of the supporting simulation in the aeposition of the forecast update between
the New forecaskN and the Old forecast® is summarized in the following scheme:

XN X0 = (XN = xS) 4 (xS=x09), (3.9)

whereXS is a supporting simulation. In the process of forecast uwpdsaaluation, the supporting
simulations provide the basis for comparison and are usedttact the elements of the forecasts.
As there might be several elements that contribute to thextsts, the decomposition process takes
the following form:

XN_xO = (xXN-XP)+(XP-x3)+
+(X$-X3)+ (XF—XP) +
+ (1= XQ) + (R —XO), (3.10)

+

where supporting simulatior)qs, e ,X,? are used to extract specific groups of information.

As mentioned in the description of the forecasting framdwforecasts are conditional on the iden-
tification and prediction tunes applied. Therefore, to exanthe forecast update by the decompo-
sition procedure, the first supporting simulation removesgrediction tunes applied in the New
forecast over the future rang&y + 1, Tenp). This completely removes the New forecast’'s expert
judgment applied in the prediction phase.

The next supporting simulation removes the identificatiores applied in the initial state identifi-
cation phase of the New forecast over the transition ramge- 1, Ty ). This supporting simulation
covers the expert judgment applied to newly released datath&r, to complete the removal of
expert judgment, the identification tunes over the histange(1, To) are removed in the following
supporting simulation.

After the prediction and identification tunes have been reeddrom the New forecast, we reach the
unconditional identification and prediction supportingpglation. In this simulation, the prediction
phase still starts in perio@y + 1. It should be noted that this unconditional supporting satiah
can be replaced with Kalman smoother estimation over thgeréh Tenp) With the missing data
over the future rangély + 1, Tenp) -

An important element of the creation of the New forecast ésgifocessing of new data releases in
the initial state identification phase. The effect of newad&ieases is evaluated by a supporting
simulation that moves the starting point of the predictibilage from periody to periodTg. This
simulation removes data releases over the transition réfige 1, Ty). From this simulation, the
decomposition procedure follows the timing of the idenafion and prediction phase of the Old
forecast.
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As the basic comparable elements of the forecasting moeéestawcks and variables, there are
two approaches for matching the effects over the transitimge. In the case of observed data
straightforwardly linked with the state variables, we utsesvariables as the matching elements
of the decomposition. In this case, we try as much as postiltieat the Old forecast as if the
prediction was real data and compare it to the observed datialale for the New forecast.

Optionally, shocks can be used to match the simulations teetransition range. In this case,
the forecast update evaluation is focused on the identdicatf shocks implied by the observed
data used when constructing the New forecast. The shocksfidd from the New forecast are
compared with the shocks imposed on the Old forecast ovarathgidered range.

The results of the decomposition over the transition ramgelapendent on the choice of matching
scheme (variables or shocks). The choice of approach efleefocus of the assessmént.

After the supporting simulation has removed new data rekeae next simulation removes re-
visions of data over the history rangg Tp). After this simulation, no new data is used in the
identification or prediction phase and the procedure onhsicters data available at tinTg for the
creation of the Old forecast.

Another three supporting simulations are going to recrieat©Ild forecast from the data available at
time Tp by adding the identification and prediction tunes. Themeftre next supporting simulation
adds the identification tunes used in the Old forecast oeehistory rangel, To). This simulation

is followed by a simulation where the prediction tunes frdma Old forecast are added over the
transition range used in the Old forecast. The final suppgrsimulation adds the Old forecast
prediction tunes over the future rangi& + 1, Tenp) and thus recreates the Old forecast. Figure 7
demonstrates the results of the forecast update analysessN&w—Old forecast differences between
the trajectories shown in Figure 6 are decomposed into th&ibations of the forecast elements.
Similarly to the comparison of the alternative scenaribg,qolid line shows the difference between
the trajectories examined. As the purpose of this assessmensupport the presentation of the
New forecast, only the decomposition over the future rasgdown in Figure 7.

The presented decomposition of the forecast update listaitddel changes group. Since the model
was not changed, its contributionis nil. All the updatesagrid including periody are reflected in
the contribution of the initial state group, and this inasdevisions, data releases, and identification
tunes. The initial state group covers all variables and ejpdgment updates up to and including
periodTy. It can be observed that the change in the wage growth predistsignificantly driven by
the data revisions, as can be seen in Figure 6. Due to therd#aaking nature of monetary policy
and the presence of rigidities in the model, the impact dfahstate revisions either diminishes
over time (inflation and the exchange rate) or is hump shapadds and the interest rate).

Further, the updates of the outlooks for administered praoed government consumption and the
short-term outlooks are shown in the figures. The almost marizion of the short-term outlook
for the exchange rate is due to the accuracy of the Old foredss in the case of the scenario
comparison, the update of the external environment makeajar roontribution to the prediction

"In the case of the search for the effects of the data on the&sstycle dynamics, the contribution of the variables
is the preferred approach as it also identifies the propayafithe observed data or outlooks. When the assessment
focuses on the identification of deviations from the busingsle dynamics, the focus is on the contribution of
shocks and the matching scheme is based on the linking ofitteks over the history, transition, and future ranges.
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Figure 7: Forecast Update - Contributions
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trajectory updates. The final contribution represents gXpdgment over the future rangéy +
1, TEnp), Which is updated in response to new outlooks and possiléeisisues.

4. Application: Inflation Forecast Evaluation

In the previous section, our generalized framework wasieppb the case of the New—Old forecast
update analysis. In the aforementioned analysis, only goenied difference in the production of
the considered forecasts is present. Also, the analysisiséd on the contributions over the future
range of the New forecast.

However, our framework can be applied for examining the aefurredicted data variation. To
demonstrate the use of it, details of the Inflation Forecasiuation exercise are therefore pro-
vided8 This exercise is conducted on a quarterly basis and we ageesied in identifying the
sources of the medium-term differences between the New dashdo@ecasts, with a focus on the
transition range, as it includes the most actual data reteas

8 The Inflation Forecast Evaluation is a regular exerciseithatpart of the forecasting process. It takes the form
of a report and provides an assessment of the 6-quartefstelchst and its deviation from the most actual data
vintage. The focus is on assessing the accuracy of the feireganeans of a "what if analysis®. In this analysis, the
forecasters recreate the old forecast using the actudlboted data in the forecasting process for the identifticati
phase and as the conditioning information in the predigtioase. The Inflation Forecast Evaluation also features
an analysis of the monetary policy decisions made over thegquarters.
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One of the goals of the Inflation Forecast Evaluation is taiifie the contributions of newly ac-
quired elements of the information set to the update of tihecfast trajectories. Knowledge of the
propagation of information helps us improve the quality wiife forecasts, as we learn about the
sensitivity of the forecast to its assumptions. We focushaninflation prediction due to the infla-
tion targeting nature of the CNB’s monetary policy. The t&saf the evaluation also enhance the
transparency and consistency of the forecasting processeame as a measure of monetary policy
performance.

The evaluation of the inflation forecast employs the saméatetlogy as the forecast update anal-
ysis described in the previous section. The Old foreBgstis created in periodg and the New
forecastFy, in period Ty, whereTo+ 6 = Ty. The six-period difference is based on the Czech
National Bank’s stated monetary policy horizon of 6 quaxter

The Old forecask'1, is constructed conditional on the data available up to piigoand the predic-
tion starting in periodp + 1 is conditioned on the information available up to perigd Therefore,
to stress the information set available, the Old forecasiatso be denoted as

_ J s
IFTO\TO - (YTolTo’YTo|To"ETolTo’XTolTo’ETolTo’ETolTo)'

Similarly, in this notation the New forecast can be denoted a

_ J +
IEI‘-|-[\|‘-|—N - (YTN‘TN ) YTN‘TN ) ETN|TN ) XTN‘TN ) STN‘TN ) £-|-[\||-|-[\|)'

The goal of the forecast evaluation exercise is to examia&dhniation in the trajectories of the Old
forecastly, 1, and the New forecadity, |, with the focus on the transition rangg, + 1, Tn).

A number of events related to the data used in the forecasir amer the transition range. To
begin with, the historical data up to peridg is revised. These revisions would have affected the
observations and identification tunes which entered thetiiilsation of the Old forecast’s initial
state. Next, new data for the periods(ify + 1, Ty) is released and the outlooks for the variables
(which enter the forecast as constraints or predictionduaee revised. The identification tunes
reflect the new data, too. Then, as the outlooks beygndre also updated, the prediction phase
reflects this in the new prediction tunes. Moreover, sineestihuctural model employed is subject
to continuous testing and refinement, its parameters astt(arture can be updated. Unfortunately,
the analysis of model changes is a complex task since it g@genon-linearity subject to model
changes. Hence, in this paper we assume no model change=ebetve forecasts under scrutiny.

The trajectories from the two forecasts are presented inr€if§. The Old forecast (the blue line)
represents the forecast released in the first quarter of d@fldtion Report 1/2012) and uses the
data up to the fourth quarter of 20115). The New forecast (the red line) shows the trajectories
from the forecast released in the third quarter of 2013 (iofteReport 111/2013). The New forecast
uses the data up to the second quarter of 2043 (The Inflation Forecast Evaluation takes place
in Ty + 1, after the data for six quarters have been collected. Thehgrsipow the history range (the
dark shaded area) up to peridg (the fourth quarter of 2012), the transition range (thetlgjraded
area)(To + 1, Tn), and the future range from peridg + 1.

The forecast evaluation methodology, originating in theerfer Quarterly Projection Model (QPM)
framework as presented in Benes et al. (2003), consistesla$tages. In the first stage, the data
update over the history range and the actual data obsemgatieer the transition range in the role
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Figure 8: Forecast Evaluation - Trajectories
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of outlooks were used to create a fictional forecast, labasddtie “hypothetical forecast with up-to-
date knowledge.’. In the first stage of the evaluation, ttiedinces between the fictional forecast
and the Old forecast were examined to assess the contrisudfdhe various information groups to
the shift in trajectories. These contributions were aredilay sequential inclusion of the new data,
so the contributions were not independent of the choiceebtlder for information inclusion. This
created a very strong limitation for the interpretation loé tesults. Very good knowledge of the
model responses was necessary to understand the resdiesanfdlysis. This requirement, and the
dependence on the ordering of the information, limited weiiivering an evaluation of the forecast
to a wider audience.

In the second stage of the evaluation in the former framewhbgkanalysis was focused on the devi-
ations between the New forecads{ 1, and the fictional forecasty, 3, . This stage was focused on

missing structural shocks that were omitted or we formedwyexpectations about while preparing
the Old forecast. Also, the interpretation and presentabiothis step was very demanding, as it
required deep knowledge of the model structure to undetdtaimpact of the missing structural

shocks identified.

The improved version of the Inflation Forecast Evaluatico affers two views on the variation be-
tween the Old forecast trajectories and the data releassdlow transition range. First, the forecast
update view is used. In this view, we explain the New—Old ¢ast difference with the updates in
the assumptions that were imposed to create these fore&estend, the Inflation Forecast Evalu-
ation offers a detailed view of the model dynamics throughdtiferences in the shocks identified
by the model. This second view is helpful in identifying stiwral shocks that the forecasters could
not have anticipated when the forecast was produced. Wetkedpo views of the variation of the
forecasted trajectories, but they are different from thevjmusly used approach.
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Our improved forecast update evaluation framework makesitfalysis easier to communicate and
more intuitive for the target audience. Also, it is genemab@gh and capable of replicating the
results of the old style approach. The capabilities of thve fnemework allow us, but do not require
us, to keep the form of the Inflation Forecast Evaluation aredgnt the results in two stages.

4.1 Information Set Update

In the first stage of the Inflation Forecast Evaluation, theesalecomposition methodology as in
the forecast update analysis is used. The focus of the di@iua on the transition range, which is
significantly extended. We analyze the variations betwkemlata available for identification of the
initial state of the New forecasty, |3, and the prediction of the Old forecasy, 1. As mentioned

in the description of the forecast update analysis, dueddlifierence between the identification
and prediction methodologies (the presence of anticipgttedks), forecast evaluation is a complex
task and the supporting simulations technique is adoptediémtification of the contributions to
the data—forecast differences.

From the forecasters’ point of view, in the Old forecast othez transition range, conditioning
information is applied as prediction tunes. In the New fasgt®ver the transition range, new data
and expert judgment are applied as identification tunes.

In the first stage of the evaluation, the contributions of elathanges, data revisions, and updates
of outlooks contributing to the difference between the Nevetast and the Old forecast are ana-
lyzed. The variables which form the conditioning infornoatifor the forecast can be distributed
into several subgroups. The usual subgroup under consmlerathe foreign environment outlook,
represented by the trajectories of foreign demand, theasteate, and inflation. The outlooks for
domestic variables such as administered prices and goestrtansumption form other subgroups.
Figure 9 demonstrates the results of identification of therdautions to the variations between the
New forecasf'y, and the Old forecadiy, trajectories as shown in Figure 8.

As we assumed no model change for the purposes of this pagisenthe contribution of the model
change is zero. In the evaluation with model changes pregeninitial step of the evaluation is to
switch to the new model. The Old forecast is then recreatéd thve updated version of the model
and for the rest of the analysis this forecast is used as aaepient for the Old forecast. This
delivers linearity of contributions to our analysis. Urdekere is a substantial change in the model
parameters, it usually makes only a small or zero contiiputid the difference between the New
and Old forecasts. In addition, this contribution coversgilole numerical imprecisiors.

The presentation of the decomposition usually follows theng of the forecast elements. The
data revisions enter both considered forecasts over themisange. Therefore, the contribution
of data revisions to the New—Old forecast difference oagirg in data revisions over the history
range usually follows the model change contribution. Thesgsions affect the identification of
the initial state of the forecasts and usually show a hungpstl response due to the presence of
rigidities in the variables. The plots in Figure 9 show twdt@ans over the history range depending
on the nature of collection of the variable. For variableshsas the exchange rate change and the
policy rate there are no revisions present, hence a nonepertvibution can be used as a check of
the precision of the analysis.

9 The standard procedure within our forecasting processastend the weights of the inflation components in the
prediction computation to include the last observed valtlds model parameter update usually has a negligible
effect on the predicted trajectories.
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Figure9: Forecast Evaluation - Contributions
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The presented results show that the revisions deliver lavilation growth and a lower policy rate.
Contrary to this, wage growth was revised upwards. Our kadge of the data and the ability
to break down the revisions group into a single variable rdoution reveal that the low inflation
and policy easing are a response to the downward revisiogarfanic activity over the history
range. These downward revisions also lead to depreciatithe @urrency, as shown by the positive
contribution to the exchange rate change over the initiabds of the transition range.

Next, the contribution of data released over the transiteorge is analyzed. The motivation for
the inclusion of this group is the analysis of the precisibthe outlooks used in the forecast and
their influence on the forecast trajectories. This grougébpresembles the creation of the fictional
forecast in the previously employed methodology of the tidffaForecast Evaluation as described
above.

As mentioned in the description of the forecasting processforecast is conditioned on the tra-
jectories of several outlooks. These outlooks can be gylit outlooks for foreign and domestic
variables. Foreign variables include the foreign interat, the foreign inflation rate, and foreign
demand growth (approximated by foreign GDP). The contidlounf the release of foreign outlooks
(replacing the outlooks with the observed data) is next enligt of forecast elements to analyze.
Domestic outlooks are represented by the outlooks for dbenggvernment consumption and ad-
ministered prices. The plots in Figure 9 show that the usé®fctually observed data instead of
outlooks contributes to an improvement of the inflation éaxst, as the lower foreign inflation and
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economic activity will slow down domestic economic actyvithe release group is followed by the
outlooks group, which has a similar composition. This groegresents the update of the variables
used for conditioning the forecast over the future range.

Further, the forecast error group, shown in the plots in Fe§J covers the contributions of domestic
observable variables. These variables are used in thefidatibn stage of the New forecast, and
are compared with the predictions for these variables ftenQld forecasf,. In the interpretation
of the forecast error contributions, we usually break ddwengroup into the individual contributions
of the variables for the purposes of detailed analysis of frepagation over the transition range.

The monetary policy misalignment group identifies the dbation of monetary policy over the
transition range to the actual data—Old forecast deviati@n the transition range.

The last group identifies the contribution of the updatedijoteon tunes in both forecasts over
the future range. This contribution originates in the updait the forecasters’ views on recent
developments in the economy.

Although the presented groups are aggregations of theblasiaour tool enables us to identify the
contributions of each forecast element. The identificatiam even be done on a period-by-period
basis. This ability allows us to focus on the precise detaittheir propagation over the considered
forecasts.

4.2 Missing Structural Shocks

As stated in the description of the forecasting processditioning on variables is equivalent to
conditioning on structural shocks. Our general framewsrkased on this equivalence, therefore
the differences between forecastg, andIFy, can also be interpreted as differences in structural
shocks. The role of the second stage of the Inflation Fordeasuation is to help interpret the
contribution of the forecast error identified in the firstgga

In our standard forecast evaluation process, shocks aasgaged into six groups: monetary policy
misalignment, an exchange rate shock (a shock to uncovaeteckst rate parity), price shocks
(shocks to pricing markups), wage shocks, and technologgkst{shocks that increase productivity
and affect the demand for production factors). The sixtlugr@overs the effects of the information
set update, which was analyzed in the first stage of the fetevaluation.

In the evaluation, we consider these shocks to be an indicafimissing information from the ex-
post view rather than forecasters’ mistakes. Specificalthye case of monetary policy, the presence
of non-zero monetary policy shocks indicates too loose ottight policy from the ex-post view.
The preference for the missing information view is also sufgd by the fact that data collected in
the evaluation periodiy are subject to revisions.

The decomposition of the New—OId forecast difference,tptbin Figure 8, into the contributions
of structural shocks is presented in Figure 10. This diffeesis the same as the one considered in
the first stage of the evaluation — see Figure 9.

The demanding part of the examination of missing structehiatks is to interpret those shocks and
build a credible story based on the model mechanism. Thestasen in Figure 10 indicates that
monetary policy was more expansionary than the model stmualavould imply. This is consis-
tent with the negative contribution of the policy shock (MRs&lignment) to the difference in net



Evaluating a Structural Model Forecast: Decomposition Aggzh 21

Figure 10: Missing Structural Shocks
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inflation. The significant appreciation of the exchange natiéhe first quarter of 2012 (Exchange
Rate Shocks) also contributed significantly to low inflati@ven the subsequent depreciation was
not able to return the exchange rate closer to the Old foré@sctories. The presented decompo-
sition results also indicate that the forecasters in thef@ielcast were not expecting the negative
shocks to prices (Market Prices Shocks) that were identiiigte creation of the New forecast. The
slowdown of the economy is consistent with the positive dbation of technology shocks, as the
slower growth of productivity is not able to eliminate thegth in production factor prices. The
decrease in productivity resulting from the economic slowd (Productivity Shocks) is reflected
in a negative contribution to wage growth. Slower technglgigowth and positive cost-push shocks
at the beginning of the transition range support the degtieci (positive change) of the exchange
rate.

In the process of developing the macroeconomic story, wetgentify reflections of the observed
events over the transition range. As in the first stage, tlmtification of missing structural shocks
can be done in fully detailed mode, too. The contributionaafreshock in every period can be iden-
tified. This detail of disaggregation is used for furtherelepment of the economic story presented
in the Inflation Forecast Evaluation. Also, the results frilims exercise are used in planning future
upgrades of the structural model used. Too large missingkshar persistent sequences of missed
shocks can direct our attention to a missing mechanism turieaf the model. This often leads to
improvements in the structure of the model and also helpdatal the model used.
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5. Conclusion

Stimulated by the criticism that conditional forecastsniretructural macroeconomic models are
not transparent, this study demonstrates a framework asidhat enable us to quantify the con-
tributions of updates of forecast elements to the predittgdctories. This framework is used in

the forecasting process to increase the transparency aétargrpolicy relying on structural DSGE

model predictions. The increased transparency of cenénak lhorecasts helps us cope with the
"black box* accusations of critics favoring small, reductist textbook models. This work de-

scribes various applications and methodology steps ofatexést evaluation tool.

The presented framework and tool are used to explain thati@miin the period-to-period forecast
update. This facilitates detailed presentations of thedast update, keeping the forecasting process
elaborate yet transparent. The details of the analysisgeasers of the forecast with the possibility
of tracking down forecast updates to the forecasters’ agsans and hypotheses.

Starting with the simplest case, the flexibility of the presel framework is demonstrated by using
it to analyze the differences between two forecast scenafipplying the decomposition method-
ology allows us to identify the contributions of, and the gagation of changes in, the forecast
elements (e.g. assumptions about foreign variables) tolthege in the forecast trajectories.

We also document the use of the decomposition methodolagfpfecast update analysis in the
presence of a time shift. The results of this analysis ard iseommunicating the forecast, as the
decomposition allows us to link the change in forecast efemge.g. data or expert judgment) to
the change in the forecast trajectories.

Further, the presented decomposition framework is geea@igh to be used to conduct an ex-post
analysis of the actual data—forecast variation. We dematesthat forecast revisions can be ex-
pressed as the sum of the contributions pertaining to spetifisets of the information set. These
sets include model and data revisions, data releases, antification or prediction tunes. More-
over, these elements of forecast revisions can be identifigrda specific subset of variables in the
model used for forecasting. This enables us to compute theilbotions of variables relating to
the domestic or foreign economy or monetary policy and thecothpose the differences between
two forecasts into the contributions of specific elementshefforecast. Our methodology pro-
vides elaborate results, as it is able to identify the effetforecast elements even when the expert
information comprises a mixture of anticipated and un@pgited elements.

Forecast evaluation is an important exercise, as it doctsilea reasons why particular adjustments
and revisions are made to forecasts. Keeping track of thexésters’ actions allows us to learn

from the forecast and actual data misalignments and to ax@dreacting to noise in time series or

anticipated events. The presentation of our framework detnates how useful it is to understand

the forces driving the forecast update. It demonstrateadirantages of the evaluation framework
in the real-time forecasting exercise and explains ourvattn for, and interest in, decomposing

and evaluating forecasts.
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